
NARX ANN

 

Figure 3. Sample NARX ANN with two layers. The first (hidden) layer consists of two tapped 
delayed lines (TDL) that contain the vectors of lagged inputs; three bias scalar terms 
(𝑏 1

1 , 𝑏 2
1 , 𝑏 3

1 ) with a constant input of 1; all 𝑤 
1 weights that connect each input with the three 

neurons (i.e. the sum operators and their corresponding activation functions, f 1). The second 
layer consists of a single neuron with an operator that sums the product of the weights 
(𝑤 1,1

2 , 𝑤 2,1
2 , 𝑤 3,1

2 ) and the result from the neurons in the first layer (𝑓 
1 𝑛1

1 , 𝑓 
1 𝑛2

1 , 𝑓 
1 𝑛3

1 ); 

one bias scalar term, 𝑏 1
2 , with a constant input of 1; and the second activation function 

(𝑓 
2 𝑛1

2 ), which yields the output. Based on Hagan et al. (2014) and Di Piazza et al. (2016). 

 

 



A committee of ANN

 Our choice of NARX ANN model:

• Two layers, as the one exhibited (the standard).

• Outputs & inputs as log-returns. We nowcast changes in economic activity. 

• Lag of output variable (𝒚𝒕) is 12 months (i.e. seasonality), starting in the second lag.

• Exogenous inputs (𝒙𝒕) are not lagged (i.e. analogous accuracy, slower process).

• Random allocation of train (70%), validation (15%) and test datasets (15%); i.e. 
performance is robust to changes –block allocation, interleaved allocation.

• Four scenarios of number of neurons (10, 20, 30, 40), for empirical tuning (see 
Mullainathan & Spiess, 2017).

• 1,000 training processes (1,000 ANNs)…

• A single training may not produce optimal performance (i.e. local optima).

• This is akin to a bootstrap method –convenient as dataset is not large.

• Enable to obtain a density forecast (Chakraborty & Joseph, 2017).

• Enable to use a committee method (see Bishop, 1995, Mitchell, 1997, Hastie et al., 2013, 
Hagan et al., 2014); the joint output will usually achieve higher performance than any 
single network used in isolation.
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Main results and validations

 Two standard measures of out-of-sample (i.e. on the test set) performance:

• Root mean square error (𝑅𝑀𝑆𝐸) between the observed and the predicted logarithmic 
returns of ISE.

• Correlation (𝑟) between the observed and the predicted logarithmic returns of ISE.

 Estimated on two different stages:

• Average 𝑅𝑀𝑆𝐸 and average 𝑟, on 1,000 predictions, denoted as 𝑅𝑀𝑆𝐸 and  𝑟.

• 𝑹𝑴𝑺𝑬 and correlation on the average prediction (i.e. the committee prediction), 

denoted as 𝑹𝑴𝑺𝑬 and  𝒓.

 A naïve benchmark (UK’s quarterly GDP nowcast, 1992-2017):

[…] being able to predict GDP growth with an 
RMSE of 0.3% is relatively impressive.

Hinds et al. (2017)

UK’s average GDP absolute change:  0.67%

With data from UK’s Office for National Statistics
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Figure 4. Observed (black circles), predicted (green dots), and average of predicted (black 

dots) ISE logarithmic returns. Predicted ISE series correspond to 1,000 independent training 
processes of the scenario corresponding to 30 neurons. Source: DANE and authors’ 

calculations. 
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Main results and validations

On the average prediction for each

observation (i.e. the committee)

• A benchmark from UK: 

o RMSE / Avg.Abs.Change = .0030 / .0067 = .4476

• In our case (30-neuron):

o Average MoM ISE abs. change (01-2016) = .0361

o 𝑅𝑀𝑆𝐸 = .0026

o 𝑅𝑀𝑆𝐸/ Avg.Abs.Change = .0026 / .0361 = .0720



Main results and validations

 Validation: 

 Does electronic payments data contribute to reducing economic activity nowcast error?

 That is, does the NARX-ANN improve the nowcasting performance of a NAR-ANN 
benchmark model? 

The best NARX-ANN outperforms
the best NAR-ANN

Moreover, the worst NARX-ANN 
outperforms the best NAR-ANN



Main results and validations

 Validation: 

 Does electronic payments data contribute to reducing economic activity nowcast error?

 That is, does the NARX-ANN improve the nowcasting performance of a NAR-ANN 
model? 
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Final remarks

 Concurrent with the work of Galbraith and Tkacz (2017), we rely on electronic 
payment instruments data as high-frequency indicators from which reliable signals of 
economic activity are to be extracted to nowcast ISE.

 Results suggest that electronic payment instruments data and a NARX ANN enable us 
to nowcast economic activity with fair accuracy. 

 The NARX-ANN model outperforms a benchmark non-linear autoregressive artificial 
neural network model (NAR-ANN); electronic payments data does contribute to 
reduce nowcast error.

 So, results suggest that it is possible to nowcast changes in the ISE with a set of 
electronic payment instruments data.



Final remarks

 Extensions:

• From nowcasting to forecasting. 

• High-frequency (e.g. daily, weekly) nowcast of economic activity (as suggested in 
Evans, 2005).

• Using nowcasts to feed other models.

• Including other variables compatible with nowcast objective (e.g. interest rates, 
stock indexes).

• Debit and credit card data (i.e. the dynamics of payment habits and technology). 




