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Abstract: We apply the advanced spectral method of multivariate singular spectrum analysis (M-SSA) to U.S. macroeconomic data for a 52-year interval (1954–2005). The data set includes nine indicators and we study the presence and characteristics of oscillatory behavior. We show that M-SSA provides a robust way to identify oscillatory modes in a set of numerous indicators and to reconstruct shared dynamical behavior. Based on the M-SSA reconstruction, we are especially able to deal with the fairly irregular business cycle behavior and to extract a detailed average business cycle. Our analysis shows the well-known sawtooth-shaped character, with recessions shorter than expansions, but with a further phase of acceleration at the end of expansion. Finally, we demonstrate that M-SSA enables the consistent introduction of an instantaneous phase and with it the identification of comovements between indicators by means of phase synchronization analysis. In this context we derive an objective criteria for the dating of business cycle turning points.
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1. INTRODUCTION

Business cycles, their causes and characteristics have been extensively studied since the beginnings of modern economic theory. Research to characterize their regularities and stylized facts has, therewith, a long history (Burns and Mitchell (1946); Kydland and Prescott (1998)). Besides a long-term upward drift, macroeconomic time series exhibit short-term fluctuations. A number of approaches have been proposed to separate the fluctuations from the trend (e.g., Canova (1998); Baxter and King (1999)), with the Hodrick-Prescott filter being the most commonly used tool to do so (Hodrick and Prescott (1997)). Since there is no fundamental theory — and hence no generally accepted definition — of the trend, the resulting residuals have to be analyzed very critically, in order to avoid spurious results due merely to the detrending procedure (Cogley and Nason (1995)). Evidence for these residuals exhibiting a certain recurrent or cyclical structure is plentiful, although there is no definitive theory to explain the underlying mechanism of cyclicity. Moreover, business cycles are understood as
comovements of the deviations from the trend in several distinct macroeconomic variables (Burns and Mitchell (1946); Lucas (1977)). It is imperative, therefore, to analyze business cycle properties as a multivariate process.

The purpose of this paper is to introduce two novel methodologies for the analysis of macroeconomic time series and to use these methodologies to help understand the origin and behavior of business cycles. The first of the two involves singular spectrum analysis (SSA) and multivariate SSA (M-SSA), both of which rely on the classical Karhunen-Loève spectral decomposition of time series and random fields (Karhunen (1946); Loève (1945, 1978)).

Broomhead and King (1986a,b) proposed to use SSA and M-SSA in the context of nonlinear dynamics for the purpose of reconstructing the attractor of a system from measured time series. These authors provided an extension and a more robust application of the Mañé-Takens idea of reconstructing dynamics from a single time series (Mañé (1981); Takens (1981); Sauer, Yorke, and Casdagli (1991)). Ghil, Vautard and associates (Vautard and Ghil (1989); Ghil and Vautard (1991); Vautard, Yiou, and Ghil (1992)) noticed that SSA can be used as a time-and-frequency domain method for time series analysis — independently from attractor reconstruction and including cases in which the latter may fail.

We rely here on M-SSA for the analysis of the spectral content and common characteristics of several time series that reflect the time evolution of a single economy. M-SSA combines two useful approaches of statistical analysis: (1) it determines major directions in the system’s phase space that are spanned by the multivariate time series with the help of principal component analysis (PCA); and (2) it extracts major spectral components by using data-adaptive filters. In particular, M-SSA can separate distinct spectral components in a multivariate data set of limited length and in the presence of relatively high noise levels.

M-SSA has already proven its advantages in a variety of applications, such as climate dynamics, meteorology and oceanography, as well as the biomedical sciences. Ghil, Allen, Dettinger, Ide, Kondrashov, Mann, Robertson, Saunders, Tian, Varadi, and Yiou (2002) provide an overview and a comprehensive set of references to both the theory and applications of SSA and M-SSA; free software for implementation is provided by the SSA-MTM Toolkit at http://www.atmos.ucla.edu/tcd/ssa. M-SSA has also shown its ability to reduce the effect of noise in order to help predict future exchange rates (Lisi and Medio (1997)). The present paper, however, goes beyond mere denoising and describes in much greater detail how to use M-SSA in order to quantify the properties of the underlying macroeconomic system.

The second methodology we introduce here is that of studying phase synchronization (Pikovsky, Rosenblum, and Kurths (2003)). Using it, we analyze comovements, extract leads and lags, and derive turning points. This phase analysis enables us also to compare cycles that differ in length and amplitude, and to combine them into an average business cycle. This average cycle allows us to describe in a quantitative fashion typical macroeconomic behavior during expansions and recessions.
The paper is organized as follows. In Section 2 we introduce the SSA and M-SSA methodology: starting from single-channel SSA, we discuss the extension to multi-channel time series. We summarize the properties of the methodology in terms of spectral decomposition, as well as of time-domain reconstruction. In Section 3, we analyze the detailed properties of the quarterly U.S. economic data by applying the decomposition–reconstruction procedure of Section 2; we also give recipes on how to assess the quality of the reconstruction and how to draw conclusions about the underlying system from the M-SSA results.

In Section 4, we introduce the phase synchronization methodology and apply it to systematically derive stylized facts, such as leads and lags, as well as the average behavior of business cycles. A summary and discussion follow in Section 6.

2. SPECTRAL DECOMPOSITION AND TIME-DOMAIN RECONSTRUCTION

2.1. Data and pre-processing

We apply M-SSA to U.S. macroeconomic data from the Bureau of Economic Analysis (BEA; see http://www.bea.gov). The nine variables analyzed are gross domestic product (GDP), investment, employment rate, consumption, total wage, change in private inventories, price, exports, and imports; all monetary variables are in constant 2005 dollars, while the employment rate is in percent. The time series of these nine variables are available on a quarterly basis, and cover 52 years, from the first quarter of 1954 to the last of 2005.

We first remove the trend of each time series separately, by using the Hodrick and Prescott (1997) filter with the parameter value \( \lambda = 1600 \), as recommended by these authors for quarterly data. Employment is the only one of the nine variables that does not exhibit an upward trend, being bounded between 0 and 100%; still we detrend it, in order to remove periods that are much longer than 20 years and thus are not relevant to our analysis. This approach to obtaining the (raw–trend) residuals allows us to have a common basis for comparison with previous studies. As stated already in the Introduction, we are fully aware of the danger of obtaining spurious cyclical behavior due to inadequate detrending (Cogley and Nason (1995)), and will discuss in Section 3.1 the ability of M-SSA to justify the results obtained in the present paper.

Next, we nondimensionalize each time series by dividing the residuals by the trend, i.e. we concentrate on relative values. Each time series of relative values is the normalized to possess standard deviation one, i.e. we divide the relative values by their standard deviation. Finally, we divide the normalized time series by \((DM)^{1/2}\) — where \( D = 9 \) is the number of variables (“channels”) and \( M = 40 \) is the window width — so that the sum of the partial variances equals one (see the next two subsections). The upper panel of Fig. 1 shows the results of this pre-processing. The U.S. recessions, as defined by the National Bureau of Economic Research (NBER), are indicated by shaded vertical bars in this figure.
Figure 1.— Pre-processing and singular spectrum analysis (SSA) of the nine time series of U.S. macroeconomic data; raw data from the BEA, 1954–2005. Upper panel: Detrended and standardized time series. Middle panel: Reconstruction of each series separately, using the first 10 components of its single-channel SSA. Lower panel: Joint reconstruction of the entire data set, using the first 16 components of its multi-channel SSA (M-SSA); the choice of 16 components is explained in Section 3.1. Both SSA and M-SSA use a window width of $M = 40$ quarters. The shaded vertical bars in all the panels indicate NBER-defined recessions, while the vertical lines in the lower panel mark the limits of the individual cycles, as derived from the methodology presented here; see Section 4.3 and Fig. 4 there.
2.2. Singular spectrum analysis (SSA)

Before introducing the multivariate extension on which we shall concentrate in the present paper, we first briefly discuss the univariate version of SSA and present the main properties and capabilities of this analysis method.

The classical approach to describe cyclical behavior of a single time series is to decompose it into its spectral components by some version of Fourier analysis. This approach works well for fairly long time series \( \{ x(t) : t = 1 \ldots N \} \), with \( N \) large, and relatively low noise levels; it works less well when \( N \) is small and the noise is large, which is often the case in economic, as well as geophysical time series.

Ghil, Vautard and several associates first proposed to apply the SSA methodology to handle the problem of describing cyclical behavior in short and noisy time series, for which standard methods derived from Fourier analysis do not work well (Vautard and Ghil (1989); Ghil and Vautard (1991); Vautard, Yiou, and Ghil (1992)). This methodology provides insight into the unknown or partially known dynamics of the underlying system that has generated the time series. Applying SSA to reconstruct the entire attractor of a nonlinear dynamical system from limited data, as originally proposed by Broomhead and King (1986a), may fail, however, even in relatively simple cases (Vautard and Ghil (1989); Mees, Rapp, and Jennings (1987)).

The key idea of Vautard and Ghil (1989) and Ghil and Vautard (1991) was to only reconstruct the “skeleton of the attractor”, i.e. the most robust, albeit unstable limit cycles embedded in it. Following Mañé (1981) and Takens (1981), the starting point of SSA is to embed the time series \( \{ x(t) : t = 1 \ldots N \} \) into an \( M \)-dimensional phase space \( X \), by using \( M \) lagged copies

\[
x(t) = (x(t), x(t+1), \ldots, x(t+M-1)),
\]

with \( t = 1 \ldots N - M + 1 \).

The SSA procedure starts by calculating the principal directions of the attractor in this embedding phase space \( X \) from the vector sequence \( x \). The first step is then to compute the auto-covariance matrix \( C \) of \( x \), whose elements \( c_{i,j} \) are given by

\[
c_{i,j} = \frac{1}{N - |i-j|} \sum_{t=1}^{N-|i-j|} x(t)x(t+|i-j|).
\]

Vautard and Ghil (1989) observed that the \( M \times M \) matrix \( C \) has Toeplitz structure with constant diagonals; that is, its entries \( c_{i,j} \) depend only on the lag \( |i-j| \).

The eigenvalues \( \lambda_k \) and eigenvectors \( \rho_k \), \( k = 1 \ldots M \), of \( C \) are obtained by solving

\[
C \rho_k = \lambda_k \rho_k.
\]
The eigenvectors, which are pairwise orthonormal, span a new coordinate system in the $M$-dimensional embedding space $X$, and each eigenvalue $\lambda_k$ indicates the variance of $x$ in the corresponding direction $\rho_k$. This computation helps us find major directions in $x$ that carry a large variance, and therefore describe major components of the system’s dynamical behavior. Usually, this spectral decomposition of $C$ determines its directions of greatest variance successively, from the largest to the smallest, subject to the condition that each new direction be orthogonal to all the preceding ones.

By convention, the eigenvalues $\{\lambda_k, k = 1 \ldots M\}$ are arranged in descending order, thus representing the directions $\rho_k$ in $x$ in order of importance, from the largest to the smallest variance. Projecting the time series $x$ onto each eigenvector $\rho_k$ yields the corresponding principal component (PC)

$$A_k(t) = \sum_{j=1}^{M} x(t + j - 1)\rho_k(j), \quad k = 1 \ldots M. \tag{3}$$

Note that the sum above is not defined close to the end of the time series, where $N - M \leq t \leq N$. It is customary, therefore, to consider the PCs as defined for only $N - M + 1$ indices, which could start at $t = M$, rather than at $t = 1$, and end at $N$, or start at $t = 1$ but end at $N - M + 1$; most commonly they are plotted centered for $M/2 \leq t \leq N - M/2$, with $M$ even (Ghil, Allen, Dettinger, Ide, Kondrashov, Mann, Robertson, Saunders, Tian, Varadi, and Yiou (2002)).

We can now reconstruct that part of the time series that is associated with a particular eigenvector by convolving the PC with the corresponding eigenvector

$$r_k(t) = \frac{1}{M_t} \sum_{j=L_t}^{U_t} A_k(t - j + 1)\rho_k(j), \quad k = 1 \ldots M. \tag{4}$$

The values of the triplet of integers $(M_t, L_t, U_t)$ for the central part of the time series, $M \leq t \leq N - M + 1$, are simply $(M, 1, M)$; for either end they are given in Ghil, Allen, Dettinger, Ide, Kondrashov, Mann, Robertson, Saunders, Tian, Varadi, and Yiou (2002). Thus the reconstructed component (RC) $r_k(t)$ associated with the variance $\lambda_k$ has a complete set of $N$ indices, but our confidence in its values decreases as we approach either end of the time series, since fewer values of the original time series are averaged over the window $M$ to obtain these values of the RC.

Given any subset $\mathcal{K}$ of eigenelements $\{(\lambda_k, \rho_k) : k \in \mathcal{K}\}$, we obtain the corresponding reconstruction $r_{\mathcal{K}}(t)$ by summing the RCs $r_k$ over $k \in \mathcal{K}$,

$$r_{\mathcal{K}}(t) = \sum_{k \in \mathcal{K}} r_k(t).$$

Typical choices of $\mathcal{K}$ may involve (i) $\mathcal{K} = \{t : 1 \leq t \leq S\}$, where $S$ is the statistical dimension of the time series, cf. Vautard and Ghil (1989), i.e., the number of
SINGULAR SPECTRUM ANALYSIS OF U.S. BUSINESS CYCLES

7

statistically significant components, commonly referred to as the “signal” (as opposed to the “noise”); (ii) a pair of successive components \( (k_0, k_0 + 1) \) for which \( \lambda_{k_0} \approx \lambda_{k_0 + 1} \), which might capture, as we shall see, a possibly cyclic mode of behavior of the system (see Section 3.1); or (iii) \( K = \{ k : 1 \leq k \leq M \} \), i.e., the complete reconstruction of the time series. The latter case simply corresponds to the counterpart, for SSA, of the Parseval theorem for a Fourier series (or integral) or to wavelet reconstruction. The common, less mathematical notation for the reconstructed component \( r_k \) is RC-\( k \), and for a sum of several, consecutive RCs — from index \( k \) to index \( k' \) — it is RCs \( k - k' \).

The middle panel in Fig. 1 shows the reconstruction RCs 1–10, with the first 10 components, where SSA has been applied to each of the nine economic variables separately. The common embedding dimension for each of the nine is \( M = 40 \), and \( S \leq 10 \) for each of them.

The plot of these RCs supports the impression of a much smoother time series than the original, raw time series, for each of the economic variables. Indeed, the RCs can be considered as a filtered time series, where the filtering is *data adaptive*, being given by the projection onto the eigenvectors. From the viewpoint of signal processing, (3) can be viewed as a finite-impulse response (FIR) filter (Oppenheim and Schafer (1989)), with \( \rho_k \) being an FIR filter of length \( M \). When the so-called “scree diagram” of variance \( \lambda_k \) vs. order \( k \) (see Section 3.1) has a clear break in slope at \( k = S \), cf. choice (i) for \( K \) above, then this filter is optimal for the given time series, in the sense that it captures the largest amount of variance for the given signal part (Vautard and Ghil (1989); Ghil, Allen, Dettinger, Ide, Kondrashov, Mann, Robertson, Saunders, Tian, Varadi, and Yiou (2002)).

Next, the PCs \( A_k(t) \) obtained in (3) are time-reversed, cf. (4), and the FIR filter is run again through them. After this second filter pass, the correct chronological order is restored by reversing the filtered result \( r_k(t) \) once more. This procedure is called *forward-backward filtering*, and it is known to preserve the phase relations. The filtering by projection onto each eigenvector \( \rho_k \) is thus neutral in phase and acts only on the amplitudes. Hence, each RC \( r_k(t) \) and the original time series \( x(t) \) are in phase; this property is essential in allowing us to study phase relations between distinct variables in business cycles. In designing an appropriate band-pass filter, Baxter and King (1999) require, in particular, that this “filter should not introduce phase shifts.” Unlike their *a priori* band-pass filter of data-independent design, SSA is data adaptive, as the \( M \) filters are simply the eigenvectors of the auto-covariance matrix.

2.3. Multivariate SSA (M-SSA)

M-SSA extends univariate SSA to multivariate time series. In the context of Mañé–Takens-style attractor reconstruction for nonlinear, deterministic dynamical systems, it was proposed by Broomhead and King (1986b). Once again, complete reconstruction is problematic, especially for large systems and in the
presence of substantial amounts of noise. The more modest goal of reconstructing only the robust skeleton of the attractor led Kimoto, Ghil, and Mo (1991), Keppenne and Ghil (1993), and Plaut and Vautard (1994) to formulate the algorithm described briefly herein; see also Ghil, Allen, Dettinger, Ide, Kondrashov, Mann, Robertson, Saunders, Tian, Varadi, and Yiou (2002). In this section we also present the advantages of applying M-SSA to the data set at hand.

Instead of a single time series \( x(t) \), we now observe multiple quantities simultaneously. Let \( x(t) = \{ x_d(t) : d = 1 \ldots D, t = 1 \ldots N \} \) be now a \( D \)-channel, vector time series of length \( N \). In the generalization of (1) we consider, beside all \( D \) auto-covariances \( C_{d,d} \), also all cross-covariances \( C_{d,d'} \) to yield the grand covariance matrix \( \tilde{C} \):

\[
\tilde{C} = \begin{pmatrix}
C_{1,1} & C_{1,2} & \ldots & C_{1,D} \\
C_{2,1} & C_{2,2} & \ldots & C_{2,D} \\
\vdots & \vdots & \ddots & \vdots \\
C_{D,1} & C_{D,2} & \ldots & C_{D,D}
\end{pmatrix},
\]

where \( \tilde{C} \) is of size \( DM \times DM \) and the entries of the individual matrices \( C_{d,d'} \) are given by

\[
(c_{i,j})_{d,d'} = \frac{1}{\tilde{N}} \sum_{t=\min\{1,1+i-j\}}^{\max\{N,N+i-j\}} x_d(t)x_{d'}(t+i-j).
\]

The denominator \( \tilde{N} \) depends on the range of summation, namely \( \tilde{N} = \min\{1,1+i-j\} - \max\{N,N+i-j\} + 1 \).

As in the univariate case in (2) of Section 2.2, we now diagonalize the grand matrix \( \tilde{C} \) to yield its eigenvalues \( \lambda_k \) and eigenvectors \( \tilde{\rho}_k \),

\[
\tilde{C}\tilde{\rho}_k = \lambda_k\tilde{\rho}_k.
\]

By solving this equation, we get \( DM \) pairs \( (\lambda_k, \tilde{\rho}_k) \), where each eigenvector \( \tilde{\rho}_k \) of length \( DM \) is composed of \( D \) consecutive segments \( \rho_k^d, d = 1 \ldots D, \) each of length \( M \). The associated PCs are single-channel time series that are computed by projecting the multivariate time series \( (x_1, x_2, \ldots, x_D) \) onto \( \rho_k^d \),

\[
A_k(t) = \sum_{j=1}^{M} \sum_{d=1}^{D} x_d(t+j-1)\rho_k^d(j), \quad k = 1 \ldots M.
\]

In addition to the summation \( j \) over time as in the univariate SSA in (3), we have here a second summation with respect to the distinct channels \( d \), representing a principal component analysis. In the geophysical applications reviewed by Ghil, Allen, Dettinger, Ide, Kondrashov, Mann, Robertson, Saunders, Tian, Varadi, and Yiou (2002), these channels often represent sample time series of the
same variable, e.g., temperature, at distinct spatial locations; here they represent distinct variables for the same economy.

Convolving the PCs with the eigenvectors,

\[
\rho^d_k(t) = \frac{1}{M_t} \sum_{j=L_t}^{U_t} A_k(t-j+1)\rho^d_k(j), \quad k = 1 \ldots M, \quad d = 1 \ldots D,
\]

gives the RCs, as in the univariate case of (4). Like in single-channel SSA, this M-SSA result in (6) yields a set of \(M\) RCs, but it does so for each of the \(D\) time series \(x_d(t)\). Depending on the information contained in the cross-covariances \(C_{d,d'}\), the RCs of different channels may or may not be correlated.

If the channels are actually independent, the submatrices \(C_{d,d'}\) equal zero for \(d \neq d'\), and so M-SSA will yield the same results as single-channel SSA. If, however, \(C_{d,d'} \neq 0\) for at least some pairs \((d,d')\) with \(d \neq d'\), then M-SSA helps extract common spectral components from the multivariate data set, along with comovements of the channels. Past experience has shown, moreover, that M-SSA does not induce artificially more coherent behavior in the filtered data set, i.e., no spurious correlations between channels appear due to the M-SSA treatment of the data, when choosing the parameter carefully. In order to confirm that our results on coupling between channels were not affected by the use of M-SSA, we compare them to those obtained by using a null hypothesis of no coupling in Section 4.3.

To illustrate the advantages of applying M-SSA to the complete data set, with respect to separate application of SSA to each of the nine channels, we compare the results of the two approaches in Fig. 1. The overall picture of the M-SSA filtered time series shown in the lower panel exhibits a more coherent behavior of the nine economic variables. It is obvious from the comparison with the middle panel that this improves the extraction of common phase-space behavior and helps gain additional information about the underlying dynamical system.

According to the NBER definition, “a recession is a significant decline in economic activity spread across the economy, lasting more than a few months, normally visible in real GDP, real income, employment, industrial production, and wholesale-retail sales.” This definition clearly implies that comovements among several economic time series play an important role in the characteristics of business cycles.

3. SPECTRAL DECOMPOSITION OF U.S. BUSINESS CYCLES

3.1. Eigenvalues and oscillatory pairs

A key advantage of M-SSA is its data-adaptive filtering property. As we saw in Sections 2.2 and 2.3, the filter defined by projection onto an eigenvector is not prescribed a priori, such as various band-pass filters — e.g., that of Baxter and King (1999) — but is determined by using the time series under study. Therefore,
Figure 2.— Spectrum of eigenvalues $\lambda_k$ of M-SSA for the U.S. economic data in Fig. 1, using a window width of $M = 40$; scale on the ordinate is logarithmic. Only the largest 40 eigenvalues out of the total number of $DM = 9 \cdot 40 = 360$ are shown. The error bars in the figure are estimated by $\sigma_k = \lambda_k / (\hat{N}/2)^{1/2}$. The number of independent samples $\hat{N}$ is estimated to be $\hat{N} = N / (\tau \kappa)$, where $\tau$ is the mean decorrelation time of all time series and $\kappa = 1.5$ is an empirical constant; this statistical significance test and several others are described in Ghil, Allen, Dettinger, Ide, Kondrashov, Mann, Robertson, Saunders, Tian, Varadi, and Yiou (2002) and available in the SSA-MTM Toolkit, http://www.atmos.ucla.edu/tcd/ssa; $\tau$ was introduced into this estimate by Unal and Ghil (1995).

it is important to understand the way such a filter adapts to the data and to control and assess the reconstruction process. We show here how to decompose the time series into the sum of its essential, dynamically relevant part and of the remaining, irrelevant fluctuations.

A first insight into the decomposition procedure is given by the eigenvalues. Roughly speaking, they indicate the importance of the corresponding eigenvectors; strictly speaking, they determine the variance of the time series in each of the mutually orthogonal directions given by the eigenvectors. The ideal picture would be that of the eigenvalues falling into two distinct sets, namely a few large eigenvalues and a lot of small ones. If such an obvious separation were to present itself, we would clearly choose the first set for reconstruction; Vautard and Ghil (1989) called the number of eigenvalues in the first set the statistical dimension $S$ of the time series; see also Section 2.2 here. Unfortunately, in many real-world applications the separation is not that obvious.

Figure 2 depicts the 40 largest eigenvalues obtained by the M-SSA of the nine U.S. economic indicators in descending order. Although the first six eigenvalues are dominant and are followed by a small gap in the spectrum, they capture
only 60 percent of the time series’ variance, and there is no obvious break in the slope at larger \( k \), rather a smooth flattening of the tail as the eigenvalues continue to decrease. As already stated by Vautard and Ghil (1989), this tail can result from either red noise associated with many additional degrees of freedom or from more complex, but still deterministic dynamics.

An important feature of SSA and M-SSA is the identification of robust, possibly nonlinear oscillations that are reflected by pairs of eigenvalues whose corresponding eigenvectors are in phase quadrature, i.e. have a phase lag of one quarter period, like a sine and cosine of the same period. Such pairs are indeed the counterpart of sine-and-cosine pairs in classical Fourier analysis. In Fig. 2 the first eight eigenvalues clearly fall into pairs of nearly equal eigenvalues. Following Plaut and Vautard (1994), we consider them as an oscillatory pair when the (positive and negative) extrema of the cross-correlation function of the corresponding PCs, on either side of the origin (i.e. of lag zero), have absolute values that both exceed 0.6. If the oscillations is only intermittent, the cross correlations would decay to 0 and will be rejected. Applying this statistical significance criterion to our data set leads us to accept these first four pairs of eigenvalues as oscillatory pairs.

The largest pair represents a 5.2–year cycle, where the period length is in agreement with the commonly accepted business cycle length of 5–6 years. To determine the period length, we calculate the cross-spectral density of the PC-pair, defined as the Fourier transform of the cross-correlation function. We have tested the robustness of the paired structure of the eigenvalues and corresponding RCs at different values of the window width \( M = 30, 40, 50 \) and 60, and it turns out that the leading pair always captures the 5–6-year business cycle. Moreover, for all these \( M \)-values, we always find a second pair whose period equals about one-half of 5.2 years; this pair clearly reflects the first harmonic of the dominant period. The other pairs vary somewhat in their frequency but they are still essential for the reconstruction of the smooth, statistically significant part of the time series, because they represent collectively a substantial part of its variance.

In their work about the “real facts” and monetary myths of business cycles, Kydland and Prescott (1998) discussed the origin of business cycles in terms of the Slutsky (1937) theory of random shocks. In the simplest real business cycle model, cyclicity originates exclusively from productivity shocks that can be modeled by a simple random walk. Such a random-walk model, however, can be easily rejected by the present results, because it does not exhibit robust, statistically significant oscillatory modes, as we find in our BEA data set.

3.2. Stack spectrum

As discussed in Section 2.2, SSA can be seen as a forward-backward filtering procedure, with the eigenvectors as the data-adaptive filters. In the case of M-SSA, though, this is not exactly true, because a scalar (inner) product intervenes in Eq. (5) in the calculation of PCs, as opposed to regular multiplication of scalars
in its SSA counterpart, i.e. (3).

Nevertheless, the eigenvectors are frequency-selective and extract individual spectral components of the multivariate time series and the individual RCs are band-limited in frequency. It is of interest, therefore, to see which part of the full spectrum is reconstructed from an individual RC or a subset of RCs. In the same way as each channel of the time series can be reconstructed by adding the corresponding RCs, the full spectrum of each channel can be reconstructed by adding the spectra of the corresponding RCs. By restricting our investigation to a subset of RCs, we are able to study in greater detail different aspects of the data set.

We estimate here the individual RC spectra by fitting an autoregressive (AR) process of order 16 with the Burg algorithm. Since the RCs are narrow-band time series, the order of such an AR process is typically much smaller than that required to fit the entire time series, and even smaller than the one given by the Akaike criterion as a good compromise between spectral resolution and statistical robustness; see Penland, Ghil, and Weickmann (1991).

Figure 3 shows the “stack spectra” for each of our nine economic indicators. We see that RCs 1-2 are indeed restricted to a narrow band around 5.2 years. Beside this, there are several spectral components that are successively covered by other RC pairs. By reconstructing the original time series using RCs 1–16, almost the entire spectral information below one-half year is included. When higher-frequency components are removed, as in the lower panel of Fig. 1, the remaining RCs 1–16 yield a smooth temporal behavior.

4. COMOVEMENTS

Now that we have extracted the key cyclical aspects of the U.S. economy with the help of M-SSA, we go into greater depth and detail, by applying the synchronization methodology. In this section, we consider comovements between the different economic indicators and analyze leads and lags between them, as well as the strength of the coupling between these distinct aspects of the economy. Moreover, we justify the statistical significance of the results by means of surrogate-data tests.

4.1. Analytical signal approach and phase synchronization

Since each business cycle differs from the others in amplitude and duration, we are not able to compare them by classical methods. The quantification of comovements by means of traditional cross-correlations suffers from this lack of exact periodicity; we are thus led to describe the behavior of stylized facts, such as expansion and recession, by using the instantaneous-phase concept. Heuristically, the phase of a cyclic phenomenon corresponds to the angle of rotation of the system’s trajectory around a central point, taken as the origin in the system’s phase space.
Figure 3.— Successive reconstruction of the spectral densities of the nine U.S. macroeconomic indicators. The different shadings (see legend in upper-right corner) indicate the “stacking” — i.e., the separate contributions — of the power spectra of different subsets of reconstructed components (RCs). The 5.2-year peak captured by RCs 1-2 clearly dominates all the economic indicators.
To introduce a well-defined phase for each single time series $x(t)$, we use the *analytical signal* approach. Applying the Hilbert transform $\tilde{x}(t) = \mathcal{H}\{x(t)\}$ to the time series (Hilbert (1953)), we extend the series into the complex plane as $x(t) + i\tilde{x}(t)$; the instantaneous phase of this analytical signal equals the angle $\phi(t)$ given by

$$(7) \quad \phi(t) = \arg \frac{x(t)}{\tilde{x}(t)}.$$  

The extension $x(t) + i\tilde{x}(t)$ is estimated by applying a discrete Fourier transform to $x(t)$, setting all negative frequencies to zero, and transforming it back into the time domain. The mathematical properties of an analytic signal, as well as its estimation are discussed by Marple (1999). For each sine component $x(t) = \sin(t)$, the Hilbert transform returns its cosine counterpart $\tilde{x}(t) = -\cos(t)$; (7) yields the correct phase, but with the opposite sign. Sometimes one uses, therefore, $-\mathcal{H}$ as a more convenient transform; since we only need to consider phase differences in our investigation, we shall keep here $\mathcal{H}$ as our transform, with the plus sign.

There is, however, a hitch: in general, the Hilbert transform is numerically ill posed, i.e. $\mathcal{H}\{x(t)\}$ depends sensitively on small errors in $x(t)$. Intuitively, for a broad-band signal one might get a multitude of phases that are hard to separate from each other, rather than a single phase. For an amplitude-modulated carrier wave $x(t) = u(t)\sin(2\pi ft + \phi)$, though, where the $u(t)$ modulation contains no frequency above the carrier frequency $f$, the Bedrosian (1963) theorem states that $\tilde{x}(t) = u(t)\mathcal{H}\{\sin(2\pi ft + \phi)\} = -u(t)\cos(2\pi ft + \phi)$. We thus still get from (7) a unique, correct phase (modulo the sign).

Since the RCs are narrow-band signals, the Bedrosian theorem justifies the application of the Hilbert transform to obtain a well-defined phase. Feliks, M.Ghil, and Robertson (2009) first suggested that a good method for obtaining narrow-band components of an arbitrary scalar or vector signal, $x(t)$ or $\mathbf{x}(t)$, is precisely to apply SSA or M-SSA, respectively, as a prefilter. We follow this suggestion here, and find that visual inspection of RCs 1–16 and of their Hilbert transforms shows indeed well-defined oscillations about the origin; it is reasonable, therefore, to consider the instantaneous phases of the separate channels, in this data-adaptively filtered form.

Having defined the analytic-signal concept and the instantaneous phase, we now introduce here the tools of phase synchronization analysis, in order to study comovements of economic variables that characterize business cycles — independently of their exact duration and amplitude. During the last two decades, considerable attention has been paid to the interaction of deterministically chaotic oscillators; their behavior is considerably more complex than that of linear oscillators, such as the harmonic oscillator. Rosenblum, Pikovsky, and Kurths (1996), in particular, showed that, even for weak coupling of such oscillators, their phases become locked, while their amplitudes may remain uncorrelated. This phenomenon is referred to as *phase synchronization*. 
As the coupling between the oscillators becomes stronger, it also becomes visible in the amplitude relation, and one observes so-called complete synchronization. The connection between synchronization and coupling for chaotic oscillators is now fairly well established in dynamical systems theory; it has also been widely accepted in time series analysis, cf. Pikovsky, Rosenblum, and Kurths (2003), who provide a comprehensive overview of the field. Still, we have to be careful in using the term of “synchronization,” which describes a property of interactions between self-sustained oscillators.

From the analysis of short and noisy time series, such as the U.S. economic indicators of interest here, we are not able to draw definitive conclusions about the underlying interaction mechanism. Indeed, the method applied here does not distinguish between phase synchronization and the more classical phase locking between some external forcing and one or more driven oscillators (e.g., Winfree (1980); Ghil and Childress (1987)) or some other simple transfer system (Winterhalder, Schelter, Kurths, Schulze-Bonhage, and Timmer (2006)). In the following — while using the basic tools of this methodology, enhanced by SSA prefILTERING — we avoid the term “synchronization” and refer merely to lead-and-lag relations.

4.2. Leads and lags in the U.S. business cycles

To quantify comovements between two time series we consider their phase difference. If the cyclical behavior of the two time series is related, we expect their phases to be locked, i.e. their phase difference to be nearly constant. To the contrary, if the two series are unrelated, we expect a random distribution of their phase differences. Hence, the coupling strength between channels \( d \) and \( d' \) can be quantified by the resultant length \( R_{d,d'} \) of their instantaneous phase differences \( \phi_d(t) - \phi_{d'}(t) \), viewed as the exponents of the complex numbers \( e^{i(\phi_d(t) - \phi_{d'}(t))} \),

\[
R_{d,d'} = \left| \frac{1}{N} \sum_{t=1}^{N} e^{i(\phi_d(t) - \phi_{d'}(t))} \right|.
\]

Indeed, if the phases are totally locked then \( \phi_d(t) - \phi_{d'}(t) \equiv \text{const.} \); by choosing this constant, without loss of generality, to be zero, the sum in (8) will be unity. On the other hand, if the phases are randomly distributed on the circle, and \( N \to \infty \), then the sum on the right-hand side of the equation will be zero. The phase lag between the two channels is given by the circular mean of this phase difference

\[
\Delta \phi_{d,d'} = \arg \left( \frac{1}{N} \sum_{t=1}^{N} e^{i(\phi_d(t) - \phi_{d'}(t))} \right).
\]

The results of applying the definitions in (8) and (9) to our economic data are shown in Table I, where we have chosen the GDP as our reference time series
and consider all leads and lags, as well as the coupling strengths, with respect to GDP. The second column in the table lists the leads and lags in terms of degrees of angle. To infer the corresponding values in terms of months, in the third column of the table, we assume an average business cycle length of 5.2 years, as derived from the M-SSA results of Sections 3.1 and 3.2.

The results in Table I are in good agreement with widely accepted stylized facts of the business cycle (e.g., Zarnowitz (1985); Kydland and Prescott (1998)). In particular, they support the fact that the price is countercyclical, i.e. that it lags GDP by almost one-third of the period (Δφ = −114°, or a lag of 19 months), and that it is only weakly coupled to GDP (R = 0.51 with Rα = 0.46, i.e. only slightly above the 99% significance level). Exports are also weakly coupled (R = 0.57) and lag GDP by about 6 months. Imports, on the other hand, are more strongly coupled (R = 0.78) and show almost no phase shift. Indeed, imports depend directly on national demand, which is linked to national income, investment and GDP, while exports depend largely on the demand from other countries and their economic situation. Even though the economic situation of other countries may be partly synchronized with the U.S. cycle, the coupling between U.S. exports and GDP is weaker than for other variables.

All other indicators are strong related to GDP, with R ≥ 0.81. Thus consump-

<table>
<thead>
<tr>
<th>Time series</th>
<th>Phase differencea Δφ (2σφ) in degrees</th>
<th>Coupling strengthb R (Rα)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP</td>
<td>0 (±0)</td>
<td>1.00 (0.46)</td>
</tr>
<tr>
<td>Investment</td>
<td>−19 (±5)</td>
<td>0.91 (0.48)</td>
</tr>
<tr>
<td>Employment</td>
<td>10 (±8)</td>
<td>0.81 (0.46)</td>
</tr>
<tr>
<td>Consumption</td>
<td>19 (±6)</td>
<td>0.87 (0.48)</td>
</tr>
<tr>
<td>Total wage</td>
<td>−21 (±5)</td>
<td>0.93 (0.47)</td>
</tr>
<tr>
<td>Δ(Inventory)</td>
<td>36 (±8)</td>
<td>0.81 (0.46)</td>
</tr>
<tr>
<td>Price</td>
<td>−114 (±14)</td>
<td>0.51 (0.46)</td>
</tr>
<tr>
<td>Exports</td>
<td>−33 (±13)</td>
<td>0.57 (0.45)</td>
</tr>
<tr>
<td>Imports</td>
<td>−9 (±8)</td>
<td>0.78 (0.44)</td>
</tr>
</tbody>
</table>

aPhase differences (leads and lags) Δφd,d’ with respect to GDP. Positive Δφ means that the indicator d leads GDP (d’ = 1), while a negative Δφ means it lags GDP; conversion between degrees (second column) and months (third column) is based on a business cycle lasting 5.2 years. The circular standard deviation σφ of Δφ is indicated in parentheses.
bCoupling strength Rd,d’ with respect to GDP. The significance level Rα=0.99 of R is derived from 10,000 realizations of surrogate data; see Section 4.3 for details.

The results in Table I are in good agreement with widely accepted stylized facts of the business cycle (e.g., Zarnowitz (1985); Kydland and Prescott (1998)). In particular, they support the fact that the price is countercyclical, i.e. that it lags GDP by almost one-third of the period (Δφ = −114°, or a lag of 19 months), and that it is only weakly coupled to GDP (R = 0.51 with Rα = 0.46, i.e. only slightly above the 99% significance level). Exports are also weakly coupled (R = 0.57) and lag GDP by about 6 months. Imports, on the other hand, are more strongly coupled (R = 0.78) and show almost no phase shift. Indeed, imports depend directly on national demand, which is linked to national income, investment and GDP, while exports depend largely on the demand from other countries and their economic situation. Even though the economic situation of other countries may be partly synchronized with the U.S. cycle, the coupling between U.S. exports and GDP is weaker than for other variables.
tion leads GDP by one quarter, which confirms its well-known role in the U.S. of stimulating the economy. Change in private inventories also leads by about half a year. Total wage and investments both lag GDP by about one quarter. Special attention in this analysis has to be payed to the phasing of employment since, unlike GDP, it has no exponential trend (see also Section 2.1). The detrending of GDP yields a shift in its peaks and troughs, which modifies the estimation of the phase lag. Later on, in Section 5, where we consider the amplitude along with the phase, we will see that GDP and employment track each other quite closely.

When interpreting these results, one has to consider that the phase differences are not fixed over time: Table I provides only an average value, while the corresponding circular standard deviation gives a rough measure of uncertainty and variability.

4.3. Turning points and significance test

In order to justify the results of Section 4.2, it is necessary to validate them against an alternative, or “null” hypothesis. This means finding an alternative point of view, which rejects phase coupling, and repeating the whole analysis. Since we only have a single trial of our macroeconomic time series, and we cannot repeat the experiment — i.e., rerun the whole U.S. economy for 52 years without phase coupling — we have to construct a surrogate data set from the original one, in which we are sure that the phase coupling is absent. A straightforward approach would be to simply use white noise, in which the phases are well known to be statistically independent. As already discussed in Section 3.1, however, the cyclical behavior is not purely random in nature, and so we have to use a different approach to constructing the surrogate data. Our method preserves typical business cycle patterns in each channel, while only destroying the phase relationships between the channels.

We split the vector time series \( x(t) \) of nine economic indicators into its individual cycles and shuffle the phases, separately for each time series \( x_d(t) \). To find the individual business cycles, we describe the state of the economy by an instantaneous-phase vector \( \phi(t) \) that contains the phases \( \phi_d(t) \) of each \( x_d(t) \):

\[
\phi(t) = (\phi_1(t), \phi_2(t), \ldots, \phi_D(t)).
\]

To split the time series into its individual cycles, we start with a reference time \( t_{\text{ref}} \); this becomes our first “turning point,” where a new cycle begins. We arbitrarily chose the NBER peak date of \( t_{\text{ref}} = 1990:3 \), where the notation indicates the third quarter of the calendar year 1993; this means that \( \phi(t_{\text{ref}}) \) represents a typical phase vector of the economy during a peak. To find other epochs when the economy passes through a peak, we look for a return of \( \phi(t) \) into the neighborhood of \( \phi(t_{\text{ref}}) \), i.e., we seek local minima in the average phase distance between
Figure 4.— Differences $\Delta z(t)$ between the instantaneous-phase vector $\phi(t)$ and its value at the reference time $t_{ref} = 1990:3$; see (10). The shaded areas indicate NBER dates of U.S. recessions, as in Fig. 1, while the horizontal line placed at $\Delta z(t) = 1.2$ indicates our threshold for selecting the minima of $\Delta z(t)$.

The evolution of $\Delta z(t)$ is plotted in Fig. 4, and it ranges from 0 to $\pi$. Beside the global minimum at $t = t_{ref}$, where $\Delta z(t) = 0$, we find other distinct local minima. They match very well the NBER dates of peaks, i.e. the beginning of the recessions, shown as shaded areas in the figure. Unsurprisingly, there are also some discrepancies: these arise from the fact that the NBER takes into account a broad set of macroeconomic aggregates to define recessions, and uses a qualitative methodology with no fixed rules. Nevertheless, the agreement is evident and justifies describing the state of the U.S. economy with the help of the instantaneous-phase vector $\phi(t)$ of (10).

We choose those minima that lie below a threshold indicated by the horizontal line in Fig. 4. This choice represents, of course, a certain degree of arbitrariness, like in every statistical study based on a relatively small and noisy data set. Various thresholds yield different numbers of turning points, which correspond more or less well to the NBER dates of peaks. While changing the results slightly, the average business cycle behavior presented next, in Section 5, preserves its general characteristics.

Furthermore, we found that the results of our procedure for splitting the record into separate cycles depend on the choice of the macroeconomic aggregates: just relying on GDP does not characterize the health of the economy. Taking more and more aggregates into account, our peaks and troughs became closer to those of the NBER (not shown here). It is thus essential to consider several aggregates to describe and understand the economy’s dynamical behavior.
The turning points derived by this procedure are indicated in the lower panel of Fig. 1 as vertical lines. With these results in hand, we can shuffle the individual cycles for each economic indicator \( d \) and recalculate the coupling indices \( R_{d,d'} \) for each pair of indicators, in particular for \( d' = 1 \), the GDP. For every time series in Table I, we repeat this shuffling procedure 10,000 times and derive a significance level for the coupling index \( R = R_{d,1} \), based on the 99% quantile. Above this quantile, \( R > R_{\alpha=0.99} \), the null hypothesis of no phase coupling has to be rejected.

We see that the \( R \)-values of almost all coupling indices in the table lie well above the corresponding significance levels \( R_{\alpha=0.99} \), meaning that the cyclical behavior of ups and downs of almost all eight remaining indicators is strongly related to the GDP. Only the coupling of price with GDP is fairly weak, although it still cannot be rejected at the 99% level. Remarkable is also the fact, already discussed in the preceding Section 4.2, that exports are less closely related to GDP than imports.

5. AVERAGE BUSINESS CYCLE BEHAVIOR

In the previous section we have discussed the separation of the macroeconomic time series into individual business cycles. We now proceed to extract typical features that can be found in all these cycles. Every historical period is affected by different events — such as technological developments, political changes, geopolitical events, or exogenous shocks like natural disasters — while endogenous mechanisms may also play a significant role (e.g., Goodwin (1967); Day (1982); Grandmont (1985); Schmitt-Grohé (2000); Ireland (2003); Chiarella, Flaschel, and Franke (2005); Hallegatte, Dumas, and Hourcade (2008); Hallegatte and Ghil (2008)).

As a consequence of exogenous factors, no time period is directly comparable to another, and stylized facts may change over time to some extent (e.g., Stock and Watson (2002)). Understanding and explaining business cycles requires one to distinguish between the effect on a given cycle of a specific event, such as an oil shock, and the generic, endogenous part. For instance, it is not clear whether the downturn of the early 1970s is purely a consequence of a geopolitical event and of the subsequent rise in oil prices, or whether this evolution is also linked to an endogenous mechanism and, therefore, to the essence of the business cycle. Averaging the individual cycles reduces exogenous effects, so that endogenous mechanisms become more clearly visible.

The strong variation in cycle length — between 3 years (1967–1970) and 9 (1982–1991), say (cf. lower panel of Fig. 1) — renders the use of simple averaging, as in Sichel (1994) or Kontolemis (1997), rather problematic. Those analyses of the “typical” business cycle have considered, therefore, mainly a few quarters during, before and after the NBER-determined recessions. We present here a rather different approach to the analysis of the average business cycle, allowing us to study the full length of the cycle.
In order to make individual cycles comparable to each other, it is necessary to stretch or shrink them to the same duration of 5.2 years, say. One must therewith interpolate unknown values for any cycle that differs in length from 5.2 years. Doing so is not possible for the original time series, because it represents a broadband signal and exhibits a lot of high-frequency fluctuations. On the other hand, in the M-SSA–filtered time series of RCs 1–16, the high-frequency fluctuations have been removed, leaving only smooth behavior. The conditions of the sampling theorem (Shannon (1948)) are thus fulfilled, and so we can fit a curve between the quarterly data points by using standard interpolation algorithms.

To stretch or shrink all the cycles to the same length, we redistribute their equidistant data points into an interval of 5.2 years and interpolate unknown values with a month-by-month resolution by linear interpolation. Unknown values between two known data points $x(t_1)$ and $x(t_2)$ are thus calculated by $x(t) = x(t_1) + [(t - t_1)/(t_2 - t_1)](x(t_2) - x(t_1))$, for any $t_1 < t < t_2$. Finally, we determine the mean value over all the cycles, for each month. The average business cycle behavior so derived is illustrated in Fig. 5. Cubic-spline interpolation (not shown) yields visually indistinguishable results.

To return from relative to absolute values, one has to reverse the pre-processing transformations described in Section 2.1. In order to reverse the subtraction of the trend and the division by it, we use the mean value of the trend for the last five years of the 52-year time interval in the data.

In Fig. 5, the recession phase of the cycle is quite short in comparison with the expansion phase: the growth period in the GDP is of about 44 months, while the recession is of about 18 months. Our result differs slightly from the NBER statement; the difference arises, amongst other reasons, from their considering original and not detrended indicators.

Our average cycle in Fig. 5 confirms several stylized facts from the literature. In particular, we find a higher-growth phase in the first year, followed by lower growth in the second and third years of the expansion. This is consistent with an uneven growth rate during expansion (Emery and Koenig (1992); Sichel (1994); Kontolemis (1997)). Sichel (1994) explains the presence of three phases by the role of inventory dynamics, which is responsible for the initial high-growth period in his analysis. In our average business cycle, the high-growth phase is also explained by the particularly rapid growth of change in private inventories. This component grows rapidly in the first year of the expansion, and then decelerates substantially in the second year.

In contrast to Sichel’s three-phase model, we observe a further acceleration in GDP at the end of the expansion, which could be explained by a more sustained growth of investments. This difference in GDP behavior could also be affected by the different approaches to averaging: we have stretched all cycles to the same length, whereas Sichel (1994) did not apply such a temporal correction. Consumption and employment, though, are found to grow at a constant rate during expansion. Strikingly, the average business cycle in the figure here shows that employment is almost in phase with GDP when considering the amplitude,
Figure 5.— The average business cycle, with the cycle length set to 5.2 years. Heavy solid lines show the average over the individual cycles, while the gray areas indicate the corresponding standard deviation, and the shorter vertical lines indicate the one-year growth rate. For better visualization, about half the cycle is repeated on either side of the full period.
too, and not just the phase difference, as in Table I.

During recessions, all variables exhibit strongly negative rates of change (short vertical “sticks” in the figure), while the recovery exhibits a sharp “rebound,” with a rapid increase in growth rate. Following the terminology of Sichel (1993), we do find steepness in production and employment. Our results, on the other hand, do not confirm deepness, since peaks and troughs in the average business cycle of Fig. 5 are of about the same amplitude. A definitive quantitative statement to this effect, however, is beyond the scope of the present paper, and the question is left for further investigation.

6. CONCLUDING REMARKS

In this article, we proposed two novel methodologies — singular spectrum analysis (SSA; see Sections 2 and 3) and phase synchronization (see Section 4) — to extract a consistent multivariate business cycle from time series of macroeconomic indicators. We applied these method to nine U.S. indicators available from the BEA for 1954–2005 (see Section 2.1 and Fig. 1 there) and showed that our combined methodologies are able to extract an average business cycle (see Section 5 and Fig. 5 there) and its stylized facts from these macroeconomic time series.

SSA and its multivariate version, M-SSA, allow us to identify oscillatory modes of behavior (see Figs. 2 and 3) with high statistical confidence, cf. Ghil, Allen, Dettinger, Ide, Kondrashov, Mann, Robertson, Saunders, Tian, Varadi, and Yiou (2002) and the SSA-MTM Toolkit at http://www.atmos.ucla.edu/tcd/ssa. The modes we find are dominated by a mean cycle period of 5.2 years. This period agrees, on the one hand, with previous data-based studies that yielded the accepted business cycle length of 5–6 years; on the other, it agrees with the period of the simple endogenous business cycle model of Hallegatte, Ghil, Dumas, and Hourcade (2008) and Hallegatte and Ghil (2008).

To analyze in greater depth the characteristic features of the business cycles extracted by M-SSA, we applied the phase synchronization methodology, cf. Pikovsky, Rosenblum, and Kurths (2003). The stylized facts so obtained are consistent with previous work on business cycles, yielding high correlation between GDP, employment, and wages. Sichel (1994) posited a three-phase pattern of the business cycle, with relatively rapid growth in the first year of the expansion phase, followed by slower growth in its second and third years, and then only by the recession phase. We identified here a further phase of acceleration at the end of expansion (see again Fig. 5), thus proposing a four-phase cycle. Emery and Koenig (1992) and Kontolemis (1997) have also discussed the existence of more than three phases.

The Slutsky (1937) theory of purely random shocks generating business cycles implies the absence of significant oscillatory modes in macroeconomic indicators. Our results on the unambiguous presence of such modes allow us to reject this theory (see error bars in Fig. 2 and spectral peaks in Fig. 3).
The next step in our research program is to investigate whether the regular stylized facts of our average business cycle arise (i) from stylized facts in productivity shocks, which could translate into some oscillatory structure of economic fluctuations (e.g., King and Rebelo (2000)); (ii) from the response of the economic system to random productivity shocks (e.g., Ireland (2003)); or (iii) from endogenous instabilities in the economic system (e.g., Kalecki (1937); Samuelson (1939); Harrod (1939); Kaldor (1940); Hicks (1950); Goodwin (1951); Day (1982); Grandmont (1985); Chiarella, Flaschel, and Franke (2005); Hallegatte, Ghil, Dumas, and Hourcade (2008)). One possible way of advancing this program is to refine and calibrate the nonequilibrium dynamical model (NEDyM) of Hallegatte, Ghil, Dumas, and Hourcade (2008), which already has the proper period of 5–6 years, and several — but not all — stylized facts that are correct.

To achieve a suitable calibration of this model’s parameters on economic data, we expect to rely on the “data assimilation” approach, whose use is common by now in the geosciences (Bengtsson, Ghil, and Källén (1981); Ghil and Malanotte-Rizzoli (1991); Kondrashov, Sun, and Ghil (2008)). Data assimilation has been used in the econometric context (Harvey (1989)), too, but is only starting to be applied to macroeconomic models (Lemoine and Pelgrin (2004)). Preliminary results (not reported here) were obtained by applying data assimilation methods — such as Kalman filtering and extended Kalman filtering (Kalman (1960); Ghil (1997)) — to the NEDyM model, by using at first synthetic data produced by the model itself. This so-called “identical-twin” approach (Bengtsson, Ghil, and Källén (1981)) produced results that were encouraging but not yet conclusive.

We plan to use in subsequent work the average business cycle obtained here, instead of synthetic data, for model calibration. Doing so could allow us to bridge the gap between real-cycle theory and endogenous cycle theory, by acknowledging that both endogenous instabilities and exogenous shocks play a role in economic fluctuations.

To conclude, we have seen that it is essential to understand the economy as a complex system, whose dynamical behavior cannot be described by a single macroeconomic indicator, such as the GDP. In the present study, we have described and analyzed the data, therefore, in an entirely multivariate fashion. First, the business cycle behavior was extracted by applying M-SSA. Second, to create an average business cycle, we considered the lead-and-lag relations between all nine indicators of the U.S. economy. In fact, as we increased the number of aggregates taken into account, the peaks and troughs of our purely objective methodology approximated better and better those obtained more subjectively, by relying on the vast experience of leading economists, at the NBER. In future work, we plan to extend this analysis in order to study relationships between the economies of different countries, so as to determine the degree of synchronization among them.
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