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1 Introduction

What explains the cross-country differences in economic development? In the
last decade, there have been two major contributions to this key economic
issue. The first major contribution is the extensive empirical literature that
shows the positive role of financial development on growth (King and Levine,
1993), and especially the positive impact of the development of financial
intermediaries (Levine et al., 2000).

The second contribution has been provided by recent growth accounting
literature, which supports the fact that factor accumulation is not the dom-
inant engine of growth. Easterly and Levine (2001) notably observed that
productivity growth accounted for the greater part of cross-country growth
differences. Similarly, Caselli (2005) concludes in his analysis of the develop-
ment, accounting literature that cross-country differences in income mainly
result from differences in productivity.

As a consequence, these both contributions suggest that the investiga-
tion of the role of financial development on productivity would provide new
insights on the cross-country differences in economic development.

The aim of this paper is therefore to investigate the relationship be-
tween financial intermediary development and productivity, estimated with
the frontier efficiency techniques. These techniques have been widely applied
at the microeconomic level, with notably a wide set of studies in the banking
industry. However, a couple of works have also extended their application to
aggregate production functions (Fire et al., 1994; Moroney and Lovell, 1997).
The estimation of aggregate production frontiers allows the computation of
aggregate technical efficiency, which we will call macroeconomic efficiency.
It consists in measuring countries’ relative distance to an estimated common

production frontier. Macroeconomic efficiency then measures how close a



country’s production is to its optimal production, using the same bundle of
inputs.

Several techniques can be adopted to measure macroeconomic efficiency.
In this work, we will use the stochastic frontier approach, following the works
of Moroney and Lovell (1997) and Adkins et al. (2002). There are several rea-
sons why macroeconomic efficiency is more relevant than standard aggregate
productivity indicators, such as total factor productivity. First, macroeco-
nomic efficiency provides a synthetic measure of performance. Indeed, unlike
basic productivity measures such as per capita income, the efficiency scores
allow to include several input dimensions in the evaluation of performances.
As a result, output is not only compared to the labor stock, but also to the
stocks of physical capital and human capital. Second, it provides relative
measures of performance. Namely, the estimated common production fron-
tier allows us to compare each country to its best possible practice given
its endowments. Other measures of productivity compare countries whose
endowments may differ greatly, which casts doubt on the meaning of such
comparisons. Third, stochastic frontier approach has an additional advantage
in respect to standard productivity measures. While total factor productiv-
ity measures performance with the difference between a country’s actual and
estimated productions, the stochastic frontier approach allows us to split
the distance to the production frontier between an inefficiency term and a
random error, taking exogenous events into account.

To our knowledge, two studies have already estimated aggregate produc-
tion frontiers in an attempt to investigate the relationship between financial
intermediary development and efficiency. However, they suffer from major
limitations at varying degrees. Notably, none of them controls for potential

endogeneity between financial intermediary development and macroeconomic



efficiency.

Arestis et al. (2006) investigate this issue on a sample of 26 OECD coun-
tries for the period 1963-1992. They estimate macroeconomic efficiency with
DEA, a frontier approach based on linear programming techniques. Financial
intermediary development is proxied by the ratio of domestic credit to the
private sector to GDP. The conclusion is a positive relationship between fi-
nancial intermediary development and macroeconomic efficiency. This study
however presents major shortcomings. Next to the small size of the country
sample, the absence of developing economies in the sample may influence
the results. Furthermore, this connection is tested through a regression of
efficiency scores on financial intermediary development which undoubtedly
lacks control variables. Even worse, the estimated production frontier does
not include human capital. This is a major limitation since human capital
has an important influence on growth and productivity. Finally, the analysis
does not account for the potential endogeneity between the regressors.

However Méon and Weill (2006) solve two of these problems but not the
last and greatest one. They investigate the relationship between financial
intermediary development and macroeconomic efficiency on a sample of 47
countries. Adopting the stochastic frontier approach to estimate efficiency,
they provide evidence of a positive influence of financial intermediary de-
velopment on efficiency, which is dependent on the tested dimension of the
financial intermediary development and increases with the level of economic
development.

Unlike both of these papers, our work investigates the relationship be-
tween financial intermediary development and efficiency by using the gener-
alized method-of-moments (GMM) dynamic panel estimators developed by
Arellano and Bond (1991) and Arellano and Bover (1995). Panel data provide



additional information for the analysis of the relationship between financial
intermediary development and efficiency, resulting in more precise estimates.
However, they raise the potential problem of the possible simultaneity be-
tween financial intermediary development and efficiency. The dynamic panel
GMM techniques address potential endogeneity in the data. We then bring
new findings on the role of financial intermediation on the cross-country dif-
ferences in efficiency, which adopt refined econometric techniques.

The structure of the paper is as follows: next section describes the the-
oretical background of the influence of financial intermediary development
on productivity. The third section explains how aggregate efficiency can be
measured and analyzed. The fourth section presents data and variables. The

fifth section displays results while the last section concludes.

2 The theoretical relationship between finan-
cial development and efficiency

This section presents the channels through which financial intermediary de-
velopment may influence efficiency. Although it is usually assumed that the
relationship is positive, a couple of counterarguments suggest that a negative
influence cannot be ruled out.

All the arguments for a positive impact of financial intermediary develop-
ment on efficiency rest on the role of the financial system to ease information,
enforcement, and transaction costs in financing decisions and transactions.
Levine (2005) thus considers the financial system’s four main functions to
reduce these costs. Accordingly, financial development allows the financial
system to exert those functions more efficiently. However, several theoretical

explanations for the link between financial development and growth hinge



on the accumulation of physical capital, which would be favored by financial
development. As the focus of the present paper is efficiency, we do not pay
attention to the effects of these functions on capital accumulation. Moreover,
we focus on financial intermediaries, and therefore do not comment upon the
role of financial markets.

The first function of the financial system is to produce ez ante informa-
tion about possible investments, and to allow a better allocation of capital.
Financial intermediary development can improve productivity by this chan-
nel, as banks may reduce the costs of the evaluation of investment projects
before the lending decision, and therefore improve allocation of capital. In-
deed, several papers have underlined the reduction of the costs of acquiring
and processing information (e.g. Boyd and Prescott, 1986). Furthermore,
financial intermediaries may promote technological innovation by identifying
borrowers with the best chances of successfully launching innovations.

The second function of the financial system is to monitor firms and to
exert corporate governance. The reasoning is straightforward. By increasing
the control of firm managers, financial intermediaries raise the pressure to
perform and consequently increase their productivity. That pressure is bene-
ficial because of the moral hazard problem in the management of firms, which
results from the conflicts of interest between firms’ managers and owners. The
argument is notably based on the binding nature of debt. A loan contract

!

with a financial intermediary reduces the "free cash-flow" at the disposal of
managers (Jensen, 1986). Indeed, debt implies interest payment obligations
that managers must satisfy, under the threat of bankruptcy. Grossman and
Hart (1982) also argue that debt financing provides managers with greater

incentives to perform, as they aim to avoid the personal costs of bankruptcy.

The financial system’s third function is the pooling of savings. Finan-



cial intermediaries can thus help improve firms’ productivity, by reducing
information costs for savers, as well as transaction costs associated with the
mobilization of savings from different economic agents. Therefore, financial
intermediaries are useful to improve resource allocation, and also favor tech-
nological innovation.

The last function of the financial system consists in easing the exchange
of goods and services. Financial development increases media of exchange
and consequently facilitates the exchange of goods and services. According
to Adam Smith’s argument, this extension facilitates specialization, which is
the main force behind productivity improvements.

A wide range of arguments, therefore, explain why financial intermediary
development should raise productivity. These arguments are however qual-
ified by a few counterarguments that emphasize the aftermath of financial
liberalization. Namely, financial liberalization is likely to increase the prob-
ability of financial crises, and thus hamper growth. Rajan (1994) notably
argues that bankers’ incentives are affected by financial liberalization in such
a way that it results in credit expansion and then in a greater volatility of
output growth. In a closely related model, Dell-Aricia and Marquez (2006)
show how financial liberalization in emerging countries can lead to a greater
volatility of credit and a lower output growth.

Empirical elements on developing countries support these theoretical ar-
guments. While De Gregorio and Guidotti (1995) observe a positive relation-
ship between growth and financial development with a sample of 100 devel-
oped and developing countries between 1960 and 1985, they also point out
that this relationship becomes negative when the investigation is restricted
to Latin American countries. This finding is interpreted as the consequence

of negative effects of financial liberalization during the 70s and the 80s in



these countries.

Furthermore, Ranciere and Loayza (2005) analyze the short and the long-
term impacts of financial development on growth with a sample of 75 coun-
tries during the period 1960-2000. They conclude that the effects of financial
development depend on perspective, as a positive long-term relationship be-
tween both variables coexists with a negative short-term relationship. They
also point out the effects of financial liberalization in developing countries
to explain this negative impact, this interpretation being supported by the
observation that negative short-term effects are only significant in financially
fragile countries.

Overall, the literature provides several arguments explaining why finan-
cial intermediary development favors productivity, while the negative effects
of financial liberalization qualify this positive impact. It is therefore of ut-
most interest to discover which effect dominates. We discuss our investigation

in the next section.

3 Methodology

This section is devoted to the presentation of the econometric techniques
used to investigate the relationship between financial intermediary develop-
ment and efficiency. In the first subsection, we explain how we measure ag-
gregate efficiency. The second subsection develops the dynamic panel GMM

techniques.

3.1 Measuring efficiency

Our first task is to measure macroeconomic efficiency. We focus specifically

on technical efficiency, which measures how close a country’s production is



to its optimal production, using the same bundle of inputs. We resort to
the stochastic frontier approach to estimate technical efficiency, a method
developed by Aigner et al. (1977) and applied at the aggregate level by Adkins
et al. (2002) and Méon and Weill (2005) among others.

As mentioned above, an alternative technique based on linear program-
ming tools, DEA, can also be applied and has been used by Arestis et al.
(2006) to estimate macroeconomic efficiency. However, when comparing the
macroeconomic efficiency measures obtained with the stochastic frontier ap-
proach and DEA, Weill (2006) concludes in favor of the robustness of effi-
ciency measures to the choice of the frontier technique.

A production frontier is estimated with the stochastic frontier approach,
providing a benchmark for each country regardless of its inputs. Then, the
efficiency score is computed by comparing the optimal output per worker
with the effective output per worker.

Once each country’s efficiency is assessed, its relationship with financial
development must be measured. We resort to a two-stage approach: effi-
ciency scores are estimated in a first stage, and then regressed on the relevant
set of explanatory variables in a second stage.

The stochastic frontier approach needs the specification of the production
frontier. A Cobb-Douglas functional form is assumed for the production
frontier, following its common specification in the empirical works on growth
and macroeconomic efficiency. Furthermore, Hall and Jones (1999) observe
in their estimation of aggregate productivity that results obtained with a
Cobb-Douglas production function are very similar to those obtained when
the production function is not restricted to that specification. We assume
constant returns-to-scale because, as Moroney and Lovell (1997, p. 1086)

observe, "at the economy-wide level, constant returns-to-scale is virtually



compelling". The production frontier is then as follows:

IH(Y/L)Zt =g+ oy IH(K/L)M + Qg IH(H/L)Zt + €t (1)

where 7 indexes countries and ¢ stands for years of observation. (Y/L), (K/L),
(H/L) are respectively output per worker, capital per worker, and human
capital per worker.

Stochastic frontier approach assumes that the error term of the produc-
tion frontier, (£), is the sum of two independent random variables: a random
disturbance, v;, and an inefficiency term u;. More precisely, v; is a two-sided
component representing random disturbances, reflecting luck or measure-
ment errors. It is assumed to have a normal distribution. The term wu; is a
one-sided component capturing technical inefficiencies. In accordance with
the literature, we assume a half-normal distribution for the inefficiency term.
We use the Frontier software version 4.1 by Coelli (1996) to perform the
maximum likelihood estimation of the stochastic frontier model. We then

estimate a production frontier for each year of the period.

3.2 The dynamic GMM estimators

In a previous study of the relationship between financial development and
macroeconomic efficiency, Méon and Weill (2006) used a pooled model to
estimate the model’s parameters. However this method fails to take into
account the dynamic aspects of this relationship and may thus present some
omitted variables problems. Moreover, this estimator does not adress the po-
tential problem of endogeneity of one or more of the explanatory variables.
The dynamic aspect of the relationship between financial development and

macroeconomic efficiency is captured through the inclusion of lagged effi-
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ciency amongst the regressors. We thus consider the following model:
Y;Z,t:aY;,tfl—i_ﬁlXi,t_FT]i_'_gi,t izla--'aNatzla"'aT (2)

where Y; denotes financial development, X;; is a set of explanatory variables
consisting of the financial development measure and control variables, n; is
a country specific effect and e is the error term. The country specific effect
is introduced in order to allow some heterogeneity in the means of the Yj;
and is treated here as stochastic. We assume in the remainder of this section
that the error term is not serially correlated.

Apart from the possible endogeneity of the explanatory variables X;; there
is an obvious endogeneity problem due to the joint presence of a country
specific effect and lagged efficiency in the regressors. A workaround to this
problem is to consider the model in differences instead, thereby eliminating

the country specific effect:
VY, =aVYi, + VX + Veiy, (3)

where V is the difference operator, that is for a given variable z;, V1, =
ry — xy_1. However, OLS application still leads to inconsistent estimators
since, now, the error term Ve;; is correlated with the differenced lagged
dependant variable VY;_;.

Under the additional assumption that the explanatory variables X;; are
predetermined!, we can use prior observations of these variables as instru-
ments to obtain a consistent estimator. Anderson and Hsiao (1981) present a
2SLS estimator based on these predetermination conditions when 7" > 3. If
the number of periods is greater than 3, the model is overidentified. In such

a case, Arellano and Bond (1991) propose to use all the instruments available

!That is, the current values of explanatory variables are uncorrelated with the future

shocks.
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and to estimate the model using the Generalized Method of Moments with

the following moment conditions:

BE(Y;,Ve,) =0, s=1,...,T—2,
(4)
E(Xi,svgi,t) :0, S = 1,,T—2
The estimator based on conditions (4) is obtained by making the matrix

quadratic form:

N N

(% >z V6i> Wy (% > Vs,.TZi> : (5)
i=1 1=1

where Z; is the matrix of instruments, as close to zero as possible.

The corresponding GMM estimator is referred to as the GMM differ-
ence estimator. Different choices for the weight matrix Wy in equation (5)
provide different estimators for the parameters of the model. Arellano and
Bond (1991) propose to proceed in two steps. In a first step, the errors are
assumed to be independant and homoskedastic. The residuals of the first
step estimation are then used to compute the variance matrix of the errors.

A shortcoming of the difference estimator is that it has been shown
to perform poorly in the presence of near unit root (see e.g. Blundell and
Bond, 1998). These authors suggest using a so-called system estimator that
combines moment conditions on the first differenced equation with those on
the level equation (2). Namely, moments conditions on the level equation rest
on the assumption that the country-specific effect is uncorrelated with past

differences of the right hand side variables. Specifically, the system GMM

estimation relies on the following additional conditions:

E(VYi1(ni+eiy) =0, (6)
E(VXi1(ni +¢eir)) = 0.
Only the most recent differences are used as instruments in order to avoid

redundancy with conditions (4) (Arellano and Bover, 1995).
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Now, as stressed above, the GMM estimator rests on the assumption of
absence of serial correlation in the error term &;;. This assumption can be
ascertained by testing the absence of second order autocorrelation in the dif-
ferenced error-term (which should, by construction, present first order serial
correlation). Also, it is necessary to check the validity of the instruments,
that is, that they are uncorrelated with the error term, but have a strong
correlation with the RHS variables. Indeed, weak instruments can lead to
large finite sample bias in the estimation. The validity of instruments can be
confirmed using a Sargan test of overidentifying restrictions.

Our data cover a period of five consecutive years for 41 countries. Thus,
the number of cross-sectional units remains quite small for the application of
the GMM system estimator.

Now, it has been shown (see e.g. Arellano and Bond, 1991) that asymp-
totic standard errors are biased downwards for the two-step estimator. This
problem is particularly crucial when the number of instruments is equal or
larger than those of cross section units. Thus, following Beck and Levine
(2004), we adressed this problem by performing estimations with one con-
trol variable at a time. Also, we consider here the results from the one-step
estimation. If the estimated coefficient is less efficient than in the two-step
procedure, statistical inference based on the first step results is more reliable

considering our sample properties.

4 Data and variables

Macroeconomic data for the estimation of the production frontier are the
same as in Easterly and Levine (2001), and come from the Growth Devel-

opment Network database of the World Bank. Output is measured in pur-
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chasing power parity dollars. Capital was computed by Easterly and Levine
(2001) using aggregate investment thanks to a perpetual inventory method,
where a year’s capital stock is equal to the previous year’s capital stock
plus investment in that year minus depreciation. Labor is measured as the
number of workers. Human capital is proxied by the total number of years
of schooling in the working-age population over 15 years old. It is taken
from Barro and Lee (2000) education dataset and comes from the Economic
Growth Resources website.

Financial intermediary development is evaluated using the three canonical
measures of financial intermediary development that have repeatedly been
used in the literature since King and Levine (1993). Namely, we use the
ratio of the volume of credit to private enterprises to GDP (PrivateCredit).
That ratio measures the extent to which credit is allocated to private firms, as
opposed to government or state-owned firms. Consequently, it is a measure
of the financial sector size, which isolates credit issued to the private sector.
Furthermore, this measure considers who benefits from the credit.

We then use the ratio of liquid liabilities to GDP as a second measure
of financial development (LiquidLiabilities). This ratio equals currency plus
demand and interest-bearing liabilities of banks and non-bank financial inter-
mediaries divided by GDP. It is therefore also a measure of the overall size
of the financial sector, also known as financial depth. Unlike the variable
PrivateCredit, this indicator takes into account the provision of services by
financial intermediaries. Levine et al. (2000) however mentioned some short-
comings of this indicator. It is indeed an imperfect indicator of the quantity
of services provided by financial intermediaries, as it involves double counting
of deposits by including deposits by one financial intermediary in another.

Furthermore, this indicator does not provide information on the ability of the
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financial sector to reduce the costs of transactions and to acquire information.

Finally, we also measure the role of commercial banks versus central banks
in financing the economy, with our third ratio (CommercialCentralBank),
which is defined as the ratio of commercial banks assets divided by the sum
of commercial banks and central banks assets. It is expected to be positively
linked with efficiency, as commercial banks are more likely to identify prof-
itable investments, to monitor their customers, and to provide good-quality
services. Consequently, it is a measure of financial intermediary development
taking into account who grants credit.

Two remarks must be made on the three measures of financial inter-
mediary development. PrivateCredit and LiquidLiabilities measure different
dimensions of the size of the financial sector. PrivateCredit and Commer-
citalCentralBank are linked with the importance of the private sector in the
economy. Namely, while this point is obvious for PrivateCredit, it can also be
made for CommercialCentralBank because the relative importance of com-
mercial banks is a proxy for the role of private banks in the banking industry.
All data on financial development are taken from Beck et al. (2000) dataset.

Three control variables are also included, which are standard in the fi-
nance and growth literature (e.g. Beck and Levine, 2004; Rioja and Valev,
2004). TradeOpenness is the ratio of trade to GDP, which proxies openness
to trade. InflationRate denotes the truncated inflation rate. Namely, as it
can take extreme values, we used the logarithm of that variable added to
unity so as to limit the influence of such observations. GovernmentSize mea-
sures the ratio of government expenditures to GDP. Data on inflation and
government expenditures are taken from Beck et al. (2000) dataset.

We estimate our model on a five year period between 1991 and 1995. The

countries in the sample are both developed and developing, as can be shown
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in the list of countries displayed in table 5. All in all, we ended up with a
balanced sample of 41 countries. Although a balanced sample is not required
by the applied techniques, it is preferable since it prevents an influence of the
composition of the country sample on the efficiency scores. Indeed, we esti-
mate one efficiency frontier for each year to allow the technology changes over
time. Therefore, as efficiency scores are relative measures of performance, an
unbalanced sample could lead to some variations in efficiency scores owing
only to the modification of the country sample.

Descriptive statistics on variables are presented in table 1.

Table 1: Descriptive statistics

Variable Mean Std Dev. Minimum Maximum

Y/L 10.3655  14.0173 0.0701 49.5210

K/L 33.2830  47.8574 0.1810  190.4666
H/L 0.0102 0.0047 0.0008 0.0186
Efficiency 0.8055 0.1150 0.4020 0.9990

TradeOpenness 66.5992  29.9559  17.7000  194.8800
InflationRate 0.1377 0.1445 -0.0640 0.7242
GovernmentSize 0.1627 0.0762 0.0539 0.4903
PrivateCredit 0.4537 0.3782 0.0236 1.6323
LiquidLiabilities 0.4629 0.2589 0.0351 1.4050
Commercial-Central Bank 0.8024 0.1840 0.0543 0.9946

Y/L, K/L, H/L are respectively output per worker, physical capital per worker,

human capital per worker. Efficiency is the technical efficiency score in percentage.

The table presents the descriptive statistics for the means by country.
Y/L, K/L, H/L, are respectively output per worker, physical capital per

worker, and human capital per worker. TradeOpenness denotes a dummy
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variable, while InflationRate is the logarithm of the inflation rate in percent-

age plus unity.

5 Results
Table 2: Results with PrivateCredit
Model I Model 11 Model ITI
Constant 0.618*** 0.798*** 0.689***
(0.000) (0.000) (0.000)
Finance 0.291** 0.125* 0.258***
(0.025) (0.065) (0.008)
TradeOpenness 0.001
(0.565)
InflationRate —0.360**
(0.049)
GovernmentSize —0.004
(0.994)
Sargan Test! 20.58 27.00™* 28.29
(0.716) (0.000) (0.294)
ARI1 Test —3.209*** —3.896*** —3.013***
(0.001) (0.000) (0.003)
AR2 Test 1.394 1.002 1.609
(0.163) (0.316) (0.108)

k) R*FEE indicate significance at the 10%, 5% and 1% level.
1 The null corresponds to the absence of correlation between instruments and the

residuals.

This section presents the results of our estimations?. Tables 2 to 4 display
the one-step estimation results for our three measures of financial develop-

ment, using Blundell and Bond (1998) so-called system estimator along with

2Qur results were obtained by using the Ox version of DPD (Doornik et al., 1999)
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Table 3: Results with LiquidLiabilities

Model T Model 1T Model IIT
Constant, 0.585*** 0.823*** 0.823***
(0.000) (0.000) (0.000)
Finance 0.253 0.068 0.307**
(0.149) (0.432) (0.031)
TradeOpenness 0.001
(0.434)
InflationRate —0.359**
(0.022)
GovernmentSize —0.985**
(0.043)
Sargan Test! 21.25 64.92*** 19.45
(0.678) (0.000) (0.775)
ARI1 Test —2.844** —4.072%* —3.104**
(0.004) (0.000) (0.002)
AR2 Test 1.476 1.031 2175
(0.140) (0.302) (0.030)

kR FEE indicate significance at the 10%, 5% and 1% level.

I The null corresponds to the absence of correlation between instruments and the

residuals.

the Sargan and AR tests statistics. We performed three estimations for each
financial intermediary development variable, each estimation using one con-
trol variable at a time in order to keep the number of instruments relatively
small with respect to the number of cross-section units.

We observe a positive coefficient for all three financial intermediary de-
velopment measures in all estimations. This is a major finding as it supports
the view that financial intermediary development fosters macroeconomic effi-
ciency. However, the significance of the coefficients generally differs according

to the chosen control variable.
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Table 4: Results with Commercial-Central Bank

Model I Model 11 Model III
Constant 0.499*** 0.713*** 0.788***
(0.000) (0.000) (0.000)
Finance 0.248 0.175 0.233**
(0.148) (0.216) (0.031)
TradeOpenness 0.002
(0.129)
InflationRate —0.350**
(0.048)
GovernmentSize —1.042*
(0.080)
Sargan Test! 29.94 63.56"** 27.34
(0.226) (0.000) (0.339)
ARI1 Test —3.210*** —3.670*** —3.208***
(0.001) (0.000) (0.001)
AR2 Test 0.670 0.560 0.345
(0.503) (0.576) (0.730)

k¥ FEE indicate significance at the 10%, 5% and 1% level.
I The null corresponds to the absence of correlation between instruments and the

residuals.

The significant impact of PrivateCredit is very robust as it is observed in
all three estimations. Nonetheless, in the estimation with the control variable
InflationRate, the Sargan test rejects the validity of instruments at the 10
percent significance level. It must however be stressed that this diagnosis
of the Sargan test is observed for all estimations using InflationRate as the
control variable, which suggests that this variable presents some statistical
shortcomings to be used as an instrument. The positive influence of the
variables LiquidLiabilities and CommercialCentralBank is only significant

when GovernmentSize is the control variable.
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Therefore, our main finding is the positive role of financial intermedi-
ary development on macroeconomic efficiency. Consequently, we show that
the share of credit devoted to private sector tends to be the most robust
dimension of financial intermediary development, favoring macroeconomic
efficiency.

Our results are in accordance with both former empirical studies on this
issue. Arestis et al. (2006) observe a positive and significant impact of fi-
nancial intermediary development, measured either with PrivateCredit or
with LiquidLiabilities on macroeconomic efficiency. Méon and Weill (2006)
also support the positive influence of financial intermediary development on
macroeconomic efficiency. They point out some differences similar to those
in our analysis between the three tested measures of financial intermediary
development. Indeed, while the impact is significant for the variables Pri-
vateCredit and CommercialCentralBank, it is not significant for the variable
LiquidLiabilities. These differentiated findings can be put into parallel with
ours, as we conclude that the positive role of PrivateCredit is more robust
than that of LiquidLiabilities and also CommercialCentralBank. Therefore,
unlike these both papers, we address potential endogeneity in the data with
the application of dynamic panel GMM techniques, and thus confirm the
findings of these papers.

The analysis of the control variables shows significant coefficients in accor-
dance with the intuition. Namely, InflationRate has a significantly negative
impact on macroeconomic efficiency, which can be explained by inflation-
induced distorsions. An increase in GovernmentSize significantly hampers
macroeconomic efficiency, which was also observed by Delorme et al. (1999)
in their analysis of the impact of governement expenditures on macroeco-

nomic efficiency. This may be explained by some crowding-out phenomena.
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Both results were are also observed by Rioja and Valev (2004).

6 Concluding remarks

This paper provides new empirical evidence on the finance-growth nexus by
investigating the role of financial intermediary development on macroeco-
nomic efficiency. Since empirical observations show that cross-country dif-
ferences in income mainly result from differences in productivity, it is of
utmost interest to know whether financial intemediary development influ-
ences macroeconomic efficiency. Our results support the view that finan-
cial intermediary development fosters macroeconomic efficiency after con-
trolling for potential endogeneity. As a consequence, we provide evidence
that cross-country differences in financial intermediary development explain
cross-country differences in efficiency. The comparison of the findings ob-
tained with the three financial intermediary development measures shows
that the credit granted to private sector to GDP is the most robust measure
of financial intermediary development positively related to macroeconomic
efficiency.

The normative implications of our findings are straightforward. They
support policies favoring financial intermediary development, particularly the
enhancement of the credit granted to the private sector. This work can be
extended in various ways. The role of the development of financial markets,
both alone and with financial intermediary development, on macroeconomic
efficiency could also be investigated in the line of the works from Levine
and Zervos (1998) and Beck and Levine (2004) on their impact on growth.

Therefore this study opens avenues for further research.
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Appendix

Table 5: Countries List

Algeria Israel Sri Lanka
Australia Italy Sweden
Bolivia Jamaica Switzerland
Cameroon Jordania Thailand
Canada Kenya Trinidad and Tobago
Chile Korea Tunisia
Colombia Malawi Turky
Costa Rica Malaysia United States
Denmark Mali Uruguay
Dominican Republic Mauritius Venezuela
Ecuador Mexico
Egypt Netherlands
El Salvador New Zealand
Finland Norway
Ghana Pakistan
Guatemala Paraguay
Honduras Philippines
India Senegal
Indonesia Sierra Leone
Ireland South Africa
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